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Introduction

Recent technology developments have made it possible 

to index, reference and infer connections between 

concepts contained in large bodies of human 

knowledge. Chat-GPT3 for instance is trained on a corpus 

of text approaching half-a-trillion words 

GPT’s, LLM’s, AI’s
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What is a gpt and 
what can it do?

A Generative Pre-trained Transformer (GPT) is a language 

model that uses deep learning to produce human-like text. It 

does this by statistically predicting the next word(s) in a body 

of text relevant to an input question or ‘prompt’ by a user.

It can also ‘create’ cognitive connections between ideas and 

concepts based on how it’s neural learning network is trained 

to identify and apply rules of theory and correlation.



S P A R K

Why is this 
technology so 
powerful now? 
Lexical and semantic text analysis was developed in the 

1950’s - the idea that strings of text can be grouped, 

classified and meta-tagged into concepts is not new. The 

innovation driving it today is super fast, cheap, highly 

scalable processing power (GPU’s) and lightweight 

programming languages. These enabled the creation of 

advanced machine learning platforms that mimic the way 

that humans think and communicate.
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But AI is bad and 
we don’t like it.

We somewhat agree. This technology has far reaching effects 

for humanity and we’re only just scratching the surface. Instead 

of taking a naive approach where we pretend the machines 

aren’t going to enslave us or an adversarial one where we try to 

ignore them, we prefer to test and learn about them with care.  
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Can we use this 
technology in 
higher education?
By thinking about how these new tools can augment and 

extend the capabilities of our people rather than replace 

them, interesting use-cases can be found - particularly as 

they relate to developing human capacity in Higher 

Education Institutions in South Africa.
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Uldp use case
One example is that trainers and trainees alike should be highly familiar with the material created 

by SAIDE on behalf of USAf. The body of theoretical and practical material is relatively dense and 

spans multiple training delivery days over the course of 2 years. 

Assuming that there are gaps between training sessions, we can infer that there will be a ‘spacing 

effect’ during which certain concepts and pieces of knowledge will be forgotten over time.

Since lecturers and Master Trainers are likely to be time constrained by their day-to-day 

responsibilities, could we assist by making the learning material more accessible with AI?
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So…what if we 
created an ai 
co-pilot?
An ‘always-on’ reference tool that learns and refines its’ 

responses to questions about the ULDP learning material. 

That ‘remembers’ your learning needs and can make 

pedagogical connections between subject matter. That 

never gets tired of answering you.

Are you ready to meet Spark?



Leveraging OpenAI’s DaVinci003 syntax, 

grammar and text analysis model as the 

basis for a custom AI Chat Bot aka Spark

Trained Spark on the PDF documents 

provided by SAIDE for the ULDP 

Programme

Placed Spark inside Canvas - this is live 

in the ULDP-DEV Course right now for 

testing purposes
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What we did

GPT LANGUAGE MODEL SAIDE LEARNING MATERIAL CANVAS LMS INTEGRATION

https://helm.instructure.com/courses/147/pages/beta-test-gpt-bot


WHAT CAN SPARK DO?

Surprisingly more than you’d think, but it’s 
not quite there yet.

SUMMARISE

Concepts, paragraphs, documents, lesson 
plans and lecture notes

CREATE & INFER

Complex relationships between theoretical 
concepts…erm ok a bit…it’s still learning :)

RECONSTITUTE / EVALUATE

Ideas & concepts against one another. Can 
output results in new formats.

REFERENCE

It can act as a content library driven by 
natural language questions
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A few examples of when it works

< Bit of an attitude but we’ll let it slide for now…:)
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A few examples of when it works

< Response is cut-off as the 
maximum response word 
count was reached. This can 
be improved as the AI learns 
to be less verbose in its’ 
responses.
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A few examples of when it works
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A few examples of when it works

< AI is smart enough to ignore basic spelling and grammar 
mistakes in the input question and still return a useful response.
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It’s pretty cool right?

Well…not so fast. While it definitely has novelty factor appeal and it is smart, it’s nowhere near as 

clever as we need it to be. Not if we intend it to be a functional tool. There’s a lot more 

development, fine tuning and training to do before it can be that. But it’s absolutely achievable.

Like all students Spark is in a learning phase and it needs our assistance. We hope that you’ll 

help it along it’s journey of discovery…maybe it’ll be nice enough not to replace us after all…;-) 



S P A R K

Current Limitations

The Neural Network is based on a qualitative IO system. Which means 

that the quality of the question somewhat determines the quality of the 

answer. The system is unable to ‘help’ the user format questions.

Users will need at the very least, a superficial understanding of the 

learning material in order to pose relevant questions 

Users who make simple lecture notes will be able to query their notes 

against the AI and get back referential answers based on the material

The AI needs much more fine tuning and a base dataset with a defined 

pedagogy vs supplemental data structure to be more effective

The AI cannot replace a skilled Master Trainer. It exists as an augment to 

the time constraints of the MT and is a reference tool only

We are able to add any number of documents for the AI to learn from as 

it develops. There is no real limitation on how many other than $ cost

The ability for the AI to ‘identify’ a specific user and tailor its’ responses 

to the user’s learning level is a very exciting prospect

Archetypal personalities can be built into the AI’s language response 

framework which can be matched to user preference 
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Future Opportunities

As the AI’s Neural Network is prompted, it will learn how the users are 

best supported by its’ responses. This will create ‘deeper learning paths’ 

and ground the AI pedagogically.

The learning model is adaptive and can be further trained by human 

experts to be more predictable, personable and efficient 



This is an actual example of how the AI can take a user prompt and 

cross-reference data to infer an answer. Somewhat incorrectly.

A user prompt or question returns an interesting response. We don’t quite 

understand how the AI arrived at this outcome.

We ask the AI where it found a reference to a specific concept and it provides us 

with a verifiable document and location for the data it’s talking about.

We analyse the data and find that there is indeed a correlation between the initial 

question and the returned response.

While there is a correlation, the statistical-significance is questionable as the AI has 

‘taken liberties’ in processing the data. This is technically called a ‘hallucination’ in the 

AI’s neural network and needs to be fine-tuned to deliver an appropriate response.
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Let’s take a look at misbehaviour



Points 2-5 in the AI’s response make contextual sense based on the SAIDE framework. 

Point 1 contains an oddity relating more to a software data analysis framework.

Linguistically, however, the reference to McCracken’s Stages has some correlation to the 

concepts of experiential learning processes. So it’s not entirely incorrect.

But this is not good enough. Therefore a fine tuning process must be applied to the 

neural network where we define a ‘base learning dataset’ and limit the amount of 

inference that the model is allowed to make
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What happened here?

X



Asking the AI how it thinks McCracken’s Stages is relevant to Authentic Learning is 

insightful as it demonstrates the system’s correlation logic

This result, while not entirely correct is not implausible either and further reinforces the 

requirement for a custom data processing architecture that supports the AI

By selectively deploying neural network topologies relevant to the intended outcomes we 

wish to see Spark deliver, there will be fewer cognition errors and higher context precision
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Probing further
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How can we improve on this?

Language Model Selection
This is where we choose the most applicable 

text processing and analysis model. Currently 
we use DaVinci003, in a month or 2 we will test 

GPT4 which is significantly more powerful

Custom Material Dataset
The SAIDE data needs to be segmented - currently 

it’s in a homogenous set with no weighting or 
differentiation applied to what is pedagogically 

imperative and what is supplemental

Data Conversion
When the data is converted into tokens that 
the neural network can understand and 
process, there is further optimisation that 
can be done (memory cell allocation etc)

Fine Tuning

This involves adding new data layers on top 
of what we already have. These new layers 
are usually quite concept specific and will be 
used to reinforce pedagogy and context

Transformer Attention
In this phase we test and repeat against the 
AI’s ability to dynamically highlight and use 
the relevant parts of the information at hand. 
This is what strengthens its’ neural pathways
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What do we need you to do?

1. Play around with the Beta test model in Canvas. Ask it questions specific to the ULDP content and make 

notes about the quality of its’ responses. Take screenshots and make recommendations for how it can be 

improved with examples of what you expected to see.

2. Keep an open mind. This is new science for all of us and we’re learning together. Think specifically about 

how the Master Trainers and Lecturers would benefit from this tool and give us your best feedback.

Thanks!


